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Figure 1. Multiple camera views of a boxing match (left) are processed by our pipeline to reconstruct the motion of multiple athletes inside
a physics-based virtual environment (right).

Abstract

We propose a novel framework for accurate 3D human pose
estimation in combat sports using sparse multi-camera se-
tups. Our method integrates robust multi-view 2D pose
tracking via a transformer-based top-down approach, em-
ploying epipolar geometry constraints and long-term video
object segmentation for consistent identity tracking across
views. Initial 3D poses are obtained through weighted
triangulation and spline smoothing, followed by kinematic
optimization to refine pose accuracy. We further enhance
pose realism and robustness by introducing a multi-person
physics-based trajectory optimization step, effectively ad-
dressing challenges such as rapid motions, occlusions, and
close interactions. Experimental results on diverse datasets,
including a new benchmark of elite boxing footage, demon-
strate state-of-the-art performance. Additionally, we release
comprehensive annotated video datasets to advance future

research in multi-person pose estimation for combat sports.
Results and dataset can be found on our project page.

1. Introduction
Accurate 3D motion capture in combat sports remains a
challenging problem due to rapid and complex athlete in-
teractions, frequent occlusions, and crowded backgrounds.
Traditional marker-based optical motion capture systems,
while highly precise in controlled environments, become
impractical in such dynamic contexts due to calibration is-
sues and marker displacement caused by collisions. Inertial
measurement unit (IMU)-based approaches provide freedom
of movement but suffer from cumulative positional drift, es-
pecially in capturing precise spatial relationships between
interacting athletes. Monocular vision-based systems elim-
inate tracking hardware constraints but typically lack preci-
sion and robustness, particularly under frequent occlusions
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and rapid motion conditions.
To address these challenges, we introduce a novel multi-

stage, multi-view framework specifically tailored for combat
sports scenarios such as boxing. Our approach effectively
integrates robust multi-view 2D pose estimation, leveraging
transformer-based architectures and epipolar geometry con-
straints, with weighted triangulation and spline smoothing
for accurate initial 3D joint position estimates. A subsequent
kinematic optimization refines these estimates, while our
proposed multi-person physics-based trajectory optimiza-
tion significantly enhances motion realism and resolves ar-
tifacts caused by inter-person penetrations and unrealistic
interactions.

Experimental results demonstrate that our pipeline suc-
cessfully reconstructs complex athlete interactions, faith-
fully adhering to physical constraints such as contact dy-
namics and collision avoidance. We evaluate our approach
using comprehensive multi-view footage of elite boxers (il-
lustrated in Figure 1) and further validate its accuracy using
a supplementary dataset captured via synchronized optical
motion capture systems. This supplementary dataset, along
with detailed video annotations, will be publicly released to
foster further research.

The contributions of our work can be summarized as
follows:
• A robust multi-camera framework integrating kinematic

and physics-based optimizations, enabling precise 3D
pose estimation from sparse camera setups.

• A multi-person physics-based trajectory optimization
method that significantly reduces inter-person penetration
artifacts compared to existing state-of-the-art solutions.

• Two novel multi-view datasets: (i) Over 20 minutes of
video footage featuring elite boxers during diverse, in-
tense sparring scenarios, and (ii) sequences of human in-
teractions accompanied by precise ground truth motions
captured with an optical tracking system.

2. Related Work
Multi-Person 3D Pose Estimation
Multi-person 3D human pose estimation has advanced
significantly, transitioning from traditional two-stage
pipelines [9] to unified, single-stage methods like
ROMP [45] and Decoupled Regression [26], improving
efficiency and robustness under occlusion. Transformer-
based methods, such as POTR-3D [37], integrate temporal
context and cross-person attention, smoothing predictions
and resolving depth ambiguities. Weakly supervised ap-
proaches, like Ye et al. [59], reconstruct 3D motion from
unlabeled web videos, leveraging self-supervised priors.
Srivastav et al. [44] similarly introduced SelfPose3D, en-
abling accurate multi-view 3D estimation without requiring
explicit 3D labels. Multi-view methods, like PlaneSweep-

Pose [32], directly fuse multiple views using plane-sweep
stereo for efficient 3D estimation. Wang et al. [53] and
Liao et al. [30] utilize transformers and geometric reason-
ing, significantly enhancing cross-view consistency. Zheng
et al. [67] introduced PoseFormer, showing that transformers
effectively capture temporal dependencies, inspiring subse-
quent multi-person approaches [37]. Diffusion models, like
DiffPose [19] and Diff3DHPE [68], iteratively refine predic-
tions, modeling ambiguity and ensuring reliable estimation
under uncertainty.

Multi-Person Physics-Based 3D Pose Estimation
Recent physics-based approaches to single- and multi-
person 3D pose estimation integrate differentiable physics,
biomechanics, and reinforcement learning to mitigate com-
mon artifacts such as foot sliding, body inter-penetration,
and collisions [14, 17, 18, 21, 24, 41, 48, 50, 62, 65]. Dif-
ferentiable physics-based methods explicitly enforce biome-
chanical constraints by jointly optimizing kinematic and dy-
namic parameters, ensuring physically realistic motion even
under challenging athletic activities [17, 18, 41]. Simi-
larly, reinforcement learning frameworks enable simulated
agents to refine pose predictions through physics-informed
rewards, reducing artifacts like floating body parts and pen-
etration [21, 65]. Incorporation of physics modeling has fur-
ther improved motion plausibility even when using sparse
IMU signals as input, particularly by preventing foot sliding
and stabilizing the motion [1, 48, 62]. Recent advances
also address multi-person scenarios by enforcing mutual
constraints, ensuring spatial coherence and collision-free
motion [14, 50]. These methods often benefit from human-
scene interaction cues, leveraging ground support and phys-
ical laws to promote robust pose estimation in dense crowds.
Overall, the integration of physics-based modeling enhances
realism and robustness across diverse applications, estab-
lishing a new standard for performance in both single- and
multi-person pose reconstruction tasks. The incorporation
of biomechanical constraints—as shown by Saleem et al.’s
BioPose [42]—ensures realistic and immersive human mo-
tion. Moreover, reinforcement learning approaches, such as
the imitation-based method proposed by Peng et al. [39],
contribute to generating physically coherent human anima-
tions; collectively, these diverse methodologies offer ro-
bust and realistic multi-person motion estimation suitable
for sports analysis, crowd dynamics [9, 28, 32, 40, 43].

Multi-Person 3D Pose Estimation in Sports and VR
Applications
Multi-person 3D pose estimation in sports poses signifi-
cant challenges due to fast and unpredictable movements,
frequent occlusions, and the need for fine-grained motion
capture under high-intensity conditions [33]; early methods
relied on controlled environments with multi-camera setups



or marker-based motion capture systems that, while accu-
rate, proved costly and inflexible for real-world scenarios.
Recent advances have shifted toward leveraging monocu-
lar or multi-view video feeds in unconstrained settings to
enable applications such as player tracking, action recog-
nition, and performance analysis in sports like basketball,
soccer [25], and tennis [6, 51, 64]. To address issues aris-
ing from frequent occlusions and complex player interac-
tions, many approaches now integrate spatio-temporal mod-
ules or graph-based methods to capture both short-term and
long-term dynamics in high-speed sports sequences [55, 66],
while Transformer-based architectures have shown promise
in effectively modeling global context in dense player for-
mations [16]. The emergence of large-scale sports datasets
with rich annotations further facilitates improved general-
ization under domain-specific constraints [6, 29], spurring
the development of specialized datasets and systems such
as SportsPose [23], which features markerless motion cap-
ture of five high-speed sports validated against commercial
marker-based systems, and AthletePose3D [61], which cap-
tures extreme dynamics across 12 sport motion types and
approximately 1.3 million frames to achieve a reduction in
pose error by nearly 69% (from 214 mm to 65 mm). For
team sports, WorldPose [25] provides a large-scale multi-
person dataset from the 2022 FIFA World Cup that captures
3D poses and trajectories of entire soccer teams using a static
multi-camera setup, while tailored applications like Recon-
structing NBA Players [69] demonstrate the integration of
computer vision with domain-specific data to achieve high-
resolution 3D mesh reconstruction from single broadcast im-
ages despite challenges such as complex poses, motion blur,
and occlusions. In dense crowd scenarios, robust multi-view
geometry frameworks that combine probabilistic reasoning
and cross-view matching have proven effective [5]. In this
work, we focus on using multi-person physics-based pose
estimation of elite boxers captured during sparring sessions
to robustly recover detailed 3D kinematics under challeng-
ing occlusion and rapid motion conditions. Our approach
uniquely integrates physics simulation with advanced deep
learning, enabling precise biomechanical analysis and offer-
ing new insights for performance optimization in competi-
tive boxing.

3. Methodology
Figure 2 illustrates the overall architecture of our proposed
framework, comprising four key stages: multi-view track-
ing, weighted triangulation, kinematic optimization, and
dynamics-based trajectory refinement. Each stage is de-
tailed in Sections 3.1 through 3.4.

3.1. Multi-frame Multi-view Tracking IDs
Consistent tracking across multiple frames and views is cru-
cial for accurate motion reconstruction, particularly when

camera setups are sparse. Limited overlapping fields of
view and frequent occlusions pose significant challenges for
reliably identifying and tracking the same individual across
multiple camera views.

To achieve coherent tracking identities (ids), we utilize
XMem [8], a memory-based video segmentation method.
This approach generates persistent identity labels within
each single view, ensuring temporal consistency. Subse-
quently, we compute the centroids of the obtained bounding
boxes (bboxes) and associate their assigned identities (ids)
across multiple views, thus assigning unified identities for
each individual in the scene.

To enhance cross-view matching reliability, we leverage
epipolar constraints [7, 27]. These geometric constraints sig-
nificantly narrow the matching search space by constraining
centroid matching along epipolar lines defined by calibrated
camera pairs, effectively reducing false associations.

We quantify cross-view consistency through epipolar dis-
tances as shown in Figure 3. Given the perspective projec-
tion matrix for camera 𝑗 defined as

P 𝑗 = K 𝑗

[
R 𝑗

�� t 𝑗
]
,

where K 𝑗 represents the intrinsic matrix, R 𝑗 ∈ R3×3 denotes
rotation, and t 𝑗 ∈ R3 denotes translation, we compute the
fundamental matrix relating two camera views as

F21 = K−T
2 R KT

1
[
K1 R t

]
× ,

where [ · ]× indicates the skew-symmetric matrix operator.
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Figure 3. Illustration of the epipolar geometry distance for a pair
of cross view 2D positions.

Given detected centroids p1 in view 1 and p2 in view 2,
we define the epipolar distance [56] as

𝑑𝑒 (p1, p2) = 𝑑
(
p1, 𝑙c1

)
+ 𝑑

(
p2, 𝑙c2

)
, (1)

where 𝑙c1 = F12 p1 and 𝑙c2 = F21 p2 represent the epipolar
lines. The function 𝑑 (·, ·) calculates the perpendicular dis-
tance from a centroid to its corresponding epipolar line. By
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Figure 2. Overview of our proposed pipeline. Initially, bounding boxes (bboxes) and robust identity tracking (id) are generated for
each individual in the scene. These tracking results facilitate accurate 2D pose estimation (J2𝐷) using ViTPose [57]. The subsequent
triangulation process yields smoothed 3D keypoints (J3𝐷). These keypoints serve as input to the kinematic optimization stage, which
outputs SMPL model parameters (𝜃, 𝛽). Finally, the optimized 3D joint positions (p), pose states (q), and velocity states (v), produced by
our custom physics-based humanoid model generator, guide a model predictive controller employing the iLQR optimizer [20] to eliminate
physical artifacts and refine motion quality.

minimizing 𝑑𝑒 (p1, p2) across all camera pairs, we achieve
consistent centroid associations and unified identity labels
across multiple views and frames.

3.2. Weighted Triangulation and Filtering
We perform weighted triangulation to estimate the 3D po-
sitions of keypoints from their corresponding 2D detections
across all 𝑁 cameras. For each joint, we solve the following
weighted linear system:

𝜇1 (P11 − u1P31)
𝜇1 (P21 − v1P31)

...

𝜇𝑁 (P1𝑁 − u𝑁P3𝑁 )
𝜇𝑁 (P2𝑁 − v𝑁P3𝑁 )



x
y
z
1

 =

0
...

0

 , (2)

where P𝑖 𝑗 denotes the 𝑖-th row of the projection matrix P 𝑗
for camera 𝑗 , (u 𝑗 , v 𝑗 ) represents the detected 2D joint co-
ordinates, and 𝜇 𝑗 is the average detection confidence for
camera 𝑗 . Cameras providing higher-confidence detections
thus have increased influence in the triangulation process.
We solve Eq.2 efficiently using Singular Value Decomposi-
tion (SVD)[10].

To handle potential triangulation outliers and missing
data, we interpolate and smooth each joint’s trajectory using
cubic spline interpolation. In scenarios where triangulation
fails, we employ an extended Kalman filter (EKF) leveraging
the joint’s velocity, acceleration, and positional constraints
to estimate stable and accurate 3D trajectories. This robust
filtering ensures high-quality 3D reconstructions even from
sparse and noisy multi-view detections.

3.3. Kinematics Optimization from Multi-View
Keypoints

Our kinematics optimization leverages multi-view 2D key-
points (J2D) and triangulated 3D keypoints (J3D) to fit an
SMPL model [34]. This fitting process minimizes discrep-
ancies between the SMPL joints and observed keypoints,
incorporating temporal smoothness and human motion pri-
ors to ensure natural and coherent motion trajectories.

The SMPL shape parameters (𝛽 ∈ R10) for each individ-
ual are initialized from triangulated 3D keypoints, optimiz-
ing to minimize differences between predicted and observed
limb lengths. Subsequently, pose parameters (𝜃 ∈ R72) are
estimated through optimization.

We formulate this optimization as the minimization of
the following objective using the LBFGS optimizer [36]
with history size 100, learning rate 1.0, and strong Wolfe
conditions:

min
𝜃

𝑤1 L2D + 𝑤2 L3D + 𝑤3 Lreg + 𝑤4 Lsmooth

+ 𝑤5 LGMM + 𝑤6 LVposer . (3)

with weights 𝑤1 = 0.001, 𝑤2 = 1.0, 𝑤3 = 0.01, 𝑤4 = 0.001,
𝑤5 = 0.0001, 𝑤6 = 0.0001 determined empirically.

The 2D re-projection loss L2D aligns projected 3D joints
with detected 2D keypoints [38]:

L2D =
∑︁
j∈V

∑︁
i∈J2𝐷

𝑐j,i𝜌(Jproj 𝑗,𝑖 − J2𝐷 𝑗,𝑖
) , (4)

where 𝑐 𝑗 ,𝑖 denotes confidence scores, we only consider 2D
keypoints with confidence higher than 0.7, and 𝜌 is the robust



Geman-McClure error function. The projection is given by
Jproj 𝑗,𝑖 = P 𝑗J𝑖 (𝜃, 𝛽), where P 𝑗 is the camera projection ma-
trix, and P 𝑗 and J(𝜃, 𝛽) = WM(𝜃, 𝛽) is the joint mapping
from mesh verticesM we only consider 2D keypoints.

The 3D alignment loss L3D ensures consistency with
triangulated 3D keypoints:

L3D =
∑︁
𝑖∈J3𝐷

𝑐𝑖 ∥J𝑖 (𝜃, 𝛽) − J3𝐷,𝑖 ∥2 , (5)

where J3𝐷,𝑖 is the triangulated joint 𝑖 and 𝑐𝑖 is the confi-
dence of the 3D joint 𝑖 which obtained from averaging the
confidences of the 2D joints.

The smoothness loss Lsmooth enforces temporal coher-
ence by penalizing abrupt changes between consecutive
frames:

Lsmooth =
∑︁
𝑡

∥𝜃𝑡 − 𝜃𝑡−1∥2 + ∥M(𝜃𝑡 , 𝛽) −M(𝜃𝑡−1, 𝛽)∥2 .

(6)
The regularization terms Lreg, LGMM, and LVposer fur-

ther guide the optimization toward plausible human poses
by penalizing unnatural or exaggerated configurations, sig-
nificantly reducing jitter and noise.

Finally, the prior loss term penalizes unnatural poses of
the SMPL skeleton. Specifically, we incorporate two priors
into the loss function: the Gaussian Mixture Model (GMM)
prior [4] and the Vposer prior [38]. These priors guide
the optimization towards realistic human poses and reduce
jittering artifacts. The losses are defined as:

LGMM =
1
𝑁

𝑁∑︁
𝑖=1

GMM(𝜃𝑖 , 𝛽), LVposer =
1
𝑁

𝑁∑︁
𝑖=1
(z(𝜃𝑖)2) ,

where the function z(·) maps the full pose into a latent space
defined by the Vposer prior.

3.4. Multi-person Dynamic Optimization
Although the kinematic optimization stage can estimate
plausible full-body poses for multiple individuals, artifacts
such as foot sliding, inter-body penetrations, and ground
penetration can frequently occur. To address these physical
implausibilities, we introduce a multi-person dynamics opti-
mization stage. This stage employs individualized physics-
based humanoid models, parameterized by the shape pa-
rameters (𝛽), significantly improving motion realism and
robustness.
Physics-based Humanoid. To ensure the physics humanoid
accurately reflects the joint positions estimated by the SMPL
model, we implement a custom physics-based humanoid
generator. This generator utilizes joint positions and SMPL
mesh landmarks at a T-pose to create articulated rigid-
body models with convex mesh-shaped collision geome-
tries. Convex hull mesh dimensions are derived directly
from SMPL mesh segmentation.

Figure 4. Illustration of SMPL to physics-based humanoid conver-
sion for varying body shapes.

Our physics humanoid model contains 69 joint-angle de-
grees of freedom (DOFs) alongside a 6-DOF free root joint.
The joints are primarily modeled as hinge joints, allowing
realistic biomechanical articulation. The base skeleton of
the humanoid follows the SMPL skeleton with an assigned
average human body density of 985, kg/m3.

Several examples of physics-based humanoid models
generated using this approach are shown in Figure 4.

Multi-humanoid Model. We define the combined
state of 𝐾 physics-based humanoids at each timestep 𝑡 as
x𝑡 = (q𝑡 , v𝑡 ), where q𝑡 ∈ R63𝐾 and v𝑡 ∈ R62𝐾 represent
the joint rotations and velocities, respectively. While q𝑡
uses minimal coordinate representation, we compute the 3D
joint positions relative to each humanoid’s body reference
frame, represented by p𝑡 ∈ R21𝐾 , to guide optimization.
The root orientation is encoded as a quaternion. Additional
details about the humanoid model are provided in the sup-
plementary material.

Dynamical Simulation. Joint torques actuate our
physics-based humanoid models, computed via a physics-
informed version of the previous kinematic optimization.
Unlike purely kinematic methods, our approach integrates
biomechanical constraints and realistic contact interactions
using an advanced physics simulator [47]. The humanoid’s
state evolves according to:

x𝑡+1 ← 𝑓 (x𝑡 , u𝑡 ),

where u𝑡 ∈ R56𝐾 represents joint torques excluding direct
root actuation.

Trajectory Optimization. Our trajectory optimization
leverages iterative Linear Quadratic Regulation (iLQR) [20],
minimizing the objective:

min
u0:𝑇

𝑇∑︁
𝑡=0

𝑤1Lreg,t + 𝑤2Lp,𝑡 + 𝑤3Lv,𝑡 + 𝑤4Lcollision,𝑡 , (7)

with empirically determined weights 𝑤1 = 0.001, 𝑤2 =

10, 𝑤3 = 0.1, 𝑤4 = 20. The terms Lreg includes ∥v𝑡 ∥2
and ∥u𝑡 ∥2 for minimizing velocity and control values which
ensure smooth, realistic motion by penalizing deviations
from reference positions and velocities, and excessive joint
torques and velocities. The optimized trajectory is refined
iteratively via feedback:

Δu𝑡 = K𝑡Δx𝑡 + 𝛼k𝑡 ,



where the feedback gain K𝑡 and offset k𝑡 are updated at
each iteration to achieve convergence. We employ a parallel
line search for optimal step size 𝛼 within [𝛼min, 1]. Further
details are provided in Tassa et al. [46].

To prevent persistent inter-penetrations from kinematic
estimates, we add a collision penalty term in our trajectory
optimization:

Lcollision,𝑡 =
∑︁
(𝑖, 𝑗 ) ∈C𝑡

𝜙
(
𝑑overlap (𝑖, 𝑗)

)
,

where C𝑡 denotes colliding parts at time 𝑡 with 𝑑overlap (𝑖, 𝑗)
quantifying penetration depth and 𝜙 growing rapidly (e.g.,
quadratically) with overlap; additionally, the physics engine
enforces Coulomb friction and non-penetration via contact
manifolds, ensuring physically compliant responses.

4. Experiments and Results
In this section, we report results from a series of experiments
on two established multi-view benchmarks, Campus [15]
and Shelf [3], as summarized in Table 4. We also evalu-
ate our approach on two monocular datasets, CHI3D [13]
and Hi4D [63], reported in Table 5. Three ablation studies
demonstrate the role of physics constraints in our final re-
sults. Figure 5 shows example frames from various datasets.

Supplementary Material. Our supplementary video and
additional documentation offer deeper insights into our ap-
proach. Notably, we present video clips of two boxers in
practice, exemplifying the robustness of our pipeline in com-
plex scenarios involving close interactions. We also include
an ablation study on each subsystem of our pipeline, vali-
dating its design.

Multi-view Benchmarks. We first compare our method to
state-of-the-art multi-view approaches on the Campus [15]
(three cameras, three subjects) and Shelf [3] (five cameras,
four subjects) datasets. Table 4 lists Percentage of Correctly
estimated body Parts (PCP) [15], showing that on the Shelf
dataset, our approach achieves the highest average PCP. On
Campus, we are competitive with the best existing methods.
For a detailed explanation of the metrics and additional ab-
lations, see the supplementary material. As no dedicated
multi-view physics-based approach is available for multi-
person settings, we compare against existing multi-view and
some monocular multi-person physics-based methods.

Multi-Person Interaction Datasets. To evaluate our
method in comparison with the existing multi-person
physics-based trackers, we apply our dynamics optimization
using monocular footage. Keypoints and pose estimates are

extracted using SLAHMR [60], which is employed in Mul-
tiphys [50]. We utilized the same evaluation datasets as in
[50]. These datasets exhibit significant inter-person inter-
actions, where methods based solely on kinematics often
struggle. We evaluated our method using two datasets with
varying levels of interaction.

The CHI3D dataset [13] also includes some close inter-
actions, and includes 127 motion sequences of five pairs of
subjects performing everyday actions such as posing, push-
ing, and hugging. Each sequence is annotated with action
labels and ground-truth 3D poses in the SMPL format, us-
ing four camera views. The Hi4D data set [63] involves
more intense interactions, with 100 short motion sequences
that contain close interactions and high contact ratios be-
tween subjects performing actions such as hugging, posing,
dancing and playing sports. These sequences were captured
with up to eight cameras and involve 20 unique pairs of
participants. As shown in Table 5, our method outperforms
existing methods in most physics-based metrics, except for
penetration.

Table 1. Quantitative comparison on our supplementary dataset.

Method 𝑒MPJPE ↓ 𝑒foot,𝑧 ↓ 𝑒foot,𝑣𝑥𝑦 ↓ 𝑒smooth ↓
Kinematics 41.2 16.4 2.2 6.1
Dynamics 38.4 8.1 0.3 4.6

We also ablate the effect of single-person vs. multi-
person physics optimization on CHI3D in Table 3. A single-
person model cannot fully resolve interpersonal penetrations
and yields larger pose errors. In contrast, our multi-person
optimization significantly reduces these artifacts and im-
proves accuracy. Detailed definitions of physics metrics
appear in the supplementary material.

Supplementary Dataset. We also collected a custom two-
person dataset with close interactions to evaluate foot-
ground contacts and overall motion quality. Ground-truth
trajectories come from a 24-camera OptiTrack system, and
we capture RGB images from up to 4 cameras. The cameras
were calibrated with OpenCV [54] and then aligned to the
motion capture frame. Figure 5 shows some frames from
this dataset.

Table 2 demonstrates our system’s robustness across
different camera counts, retaining high PCP under fewer
viewpoints. Although the final dynamics optimization can
slightly reduce PCP due to the rigid-body model, Table 1
indicates that physics-based constraints improve the final
motion quality by lowering foot sliding and jitter.

Conclusion. We introduced a new framework for creating
multi-person physics-based animations from multi-view
RGB video. Our pipeline comprises robust multi-person



Campus Dataset Shelf Dataset Supplementary Dataset

Figure 5. Qualitative results on various datasets. Our method accurately reconstructs human motion and outperforms or matches state-of-
the-art kinematic methods.

Table 2. Comparison of PCP [% ↑] on the supplementary dataset.

Method 4 cameras 3 cameras 2 cameras

Actor 1 Actor 2 Avg. Actor 1 Actor 2 Avg. Actor 1 Actor 2 Avg.

Triangulation 98.4 97.6 98.0 98.0 97.1 97.5 93.2 84.1 88.6
Kinematics 99.2 98.9 99.0 98.2 97.6 97.9 93.6 84.4 89.0
Dynamics 98.6 98.2 98.4 97.9 94.7 96.3 91.2 89.9 90.5

Table 3. Comparing single-person vs. multi-person dynamics
optimization on CHI3D [13].

Method Pen. WA-MPJPE W-MPJPE PA-MPJPE (joint)

Single-person Physics 114.9 117.3 174.5 92.1
Multi-person Physics 18.7 86.4 156.4 75.2

Table 4. Comparison of PCP [% ↑] on the Campus and Shelf
datasets.

Method Campus Shelf

Actor 1 Actor 2 Actor 3 Avg. Actor 1 Actor 2 Actor 3 Avg.

Belagiannis et al. [2] 82.0 72.4 73.7 75.8 66.1 65.0 83.2 71.4
Belagiannis et al. [3] 93.5 75.7 84.4 84.5 75.3 69.7 87.6 77.5

Ershadi-Nasab et al. [12] 94.2 92.9 84.6 90.6 93.3 75.9 94.8 88.0
Dong et al. [11] 97.6 93.3 98.0 96.3 98.8 94.1 97.8 96.9

Huang et al. [22] 98.0 94.8 97.4 96.7 98.8 96.2 97.2 97.4
Tu et al. [49] 97.6 93.8 98.8 96.7 99.3 94.1 97.6 97.0

Lin and Lee [31] 98.4 93.7 99.0 97.0 99.3 96.5 98.0 97.9
Wang et al. [52] 99.3 95.1 97.8 97.4 98.2 94.1 97.4 96.6
Yang et al. [58] 98.2 94.6 98.2 97.0 99.5 96.0 97.7 97.7

ours (Triangulation) 99.6 92.2 97.6 96.5 99.8 95.4 98.6 97.9
ours (Kinematics) 98.5 93.5 94.4 95.5 99.8 97.6 98.6 98.6

ours (Dynamics) 98.1 93.6 94.2 95.3 98.9 97.9 98.2 98.3

Table 5. Close interaction datasets. Comparison on CHI3D [13]
and Hi4D [63] with existing state-of-the-art trackers. Metrics: Pen-
etration (Pen.), Ground Penetration (Gnd Pen.), Skating, Acceler-
ation Error (Acc. Error), WA-MPJPE, W-MPJPE, and PA-MPJPE
(joint) in mm.

Method Pen. Gnd Pen. Skating Acc. Error WA-MPJPE W-MPJPE PA-MPJPE (joint)

CHI3D

SLAHMR [59] 139.3 4.4 1.0 6.5 100.9 177.1 83.5
EmbPose-MP [35] 40.2 2.6 2.8 7.7 126.7 214.7 96.5
MultiPhys [50] 18.7 3.2 2.7 7.4 98.1 174.7 80.4
Ours (Monocular) 21.4 1.8 2.3 6.7 86.4 156.4 75.2

Hi4D

SLAHMR [59] 367.3 12.2 4.9 6.9 80.9 121.6 69.1
EmbPose-MP [35] 39.8 3.8 1.3 12.7 115.3 148.8 92.9
MultiPhys [50] 51.1 2.4 3.5 9.6 84.8 118.1 71.2
Ours (Monocular) 67.2 1.6 1.9 8.3 91.1 124.1 82.1

tracking, triangulation, kinematics optimization, and a
multi-person dynamics optimization. On multi-view
benchmarks like Shelf [3], we achieve state-of-the-art
performance, and our approach easily adapts to challenging
real-world settings with minimal setup. By combining
multi-view geometry with a physics layer, we resolve foot
skating, body interpenetrations, and ground collisions.
In the future, we will explore more efficient dynamics
optimization strategies to further reduce runtime, aiming

toward real-time deployment of the entire pipeline.
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